Figure 1: White to play. This example illustrates some of the basic problems of strategy and
tactics that must be evaluated by any chess playing computer in a typical position. The com-
puter (White) must evaluate a variety of possibilities: two good first moves for White include
1 R-B7 and 1 BxN ch. 1 R-B7 threatens BxB. Therefore Black must either exchange Bishops
or gain time by the counterattack 1. . .B-K4. If 1. . .BxB, White must complete the exchange by
playing 2 RxB or 2 BxN ch, and so on. The position is analyzed in detail in the game tree

shown in figure 2.
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On February 20 1977, the Minnesota
Open chess tournament was won by a com-
puter program, Northwestern University's
Chess 4.5. This was a far better result than
any program had previously achieved, con-
sidering that all the other entrants in the
tournament were human beings. An improved
version, Chess 4.6, went on to wrest the
world computer chess championship from
the Soviet program KAISSA (see “The
Second World Computer Chess Champion-
ships” by Peter Jennings, January 1978
BYTE, page 108). Professional chess players
are beginning to worry about the compe-
tition from machines. They would seem to
have little to fear at the moment, however.
The consensus is that Chess 4.5’s tactical
skill is impressive but its strategy is weak.

Against such competition, what can a
personal computer experimenter expect to
accomplish? Perhaps a great deal. There have
been few new ideas in computer chess since
Claude Shannon (see references) outlined
the basic principles in a paper published in
1950. (The superiority of Chess 4.6 is due

primarily to faster hardware.) Experimenters
can participate in the search for the concep-
tual breakthroughs that will be needed
before computer programs can be a match
for the best human players. With that
thought in mind, this article deals with the
questions: What is a good structure for a
chess program? What are the major functions
that it must perform? In what directions can
we seek innovations?

The Game Tree

To get a notion of what a chess program
must do, let's look at a position from an
actual game (see figure 1). First we must
grasp the important features of the position.
White has an extra pawn, a passed pawn far
from Black’s King. Black's mobility is very
limited: neither the Knight nor the Rook
can move. Black’s Bishop is attacking White's
Rook and, indirectly, the Bishop behind it.
Of less importance, because of Black's lack
of mobility, is the fact that two of White’s
pawns are unguarded. White’s task is to save
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his Rook and to profit from Black’s lack of
mobility. White should win if he can find
satisfactory solutions to these problems.

Next we calculate variations — sequences
of moves that we would visualize in an
actual game before deciding on a move to
play. We will follow a systematic procedure
that will serve as a first approximation to a
computer program. We construct a tree
whose nodes represent positions and whose
edges represent moves. The variations are
the paths from the root to the leaves.
Initially, the tree will consist of one node
representing the given position. We expand
the tree as follows:

Expansion — Choose a leaf that has
not been marked as final, (If one can-
not be found, the expansion phase is
ended.) Either mark it as final or select
a set of legal moves in the position rep-
resented by the node. To the leaf
attach sons representing the positions
reached by the moves. Repeat from
the beginning.

This procedure might yield the tree shown
in figure 2. The size of the tree has been
limited somewhat for illustrative purposes.
Some of the variations | considered and re-
jected are not included. Most programs gen-
erate much larger trees since it is hard to
build into a program the chess knowledge
needed for rigorous selection of moves. The
length of paths in the tree is expressed in
plies (half-moves). A move consists of a play
by one player and a response by the other;
a ply is a move by one player alone. Because
the term move can be confusing (the chess
literature speaks of looking three moves
ahead for example, but are two or three
moves by the opponent meant to be in-
cluded?), in discussions of chess program-

ming one speaks more precisely of a 5 or 6
ply look ahead.

In the expansion procedure, no rule was
given for deciding whether to expand a node
or for selecting the moves. To gain insight
into the way human players make these
choices, let us consider the variation that
runs down the right side of the tree. In the
initial position, Black threatens ... BxR.
White can either make a counterthreat or
move his Rook to guard the Bishop. Thus
the possible moves include 1 BxN ch,
1 R-B7, and 1 R-R5. | rejected the last alter-
native because the Rook would have less
mobility on R5 and it seemed unimportant
to keep it on the fifth rank. 1 R-B7 threat-
ens BxB and moving the Bishop to another
diagonal allows B-K3, attacking Black’s
Rook, Therefore, Black must either ex-
change bishops or gain time by the counter-
attack 1 ... B-K4. If 1...BxB, White must
complete the exchange by playing 2 RxB or
2 BxN ch. The latter move was omitted
because the reply 2 ... RxB leads to the
position at node 13 (see figure 2), already
seen to be unsatisfactory for White. After
2 RxB White threatens R-R6 followed by
the exchange of all the pieces and the trium-
phant advance of the Queen’'s Rook pawn
(QRP). Black must play 2...K-Nlor2...
K-R1. The square closer to the center was
chosen on general principles.

Figure 2: A game tree
developed from the posi-
tion in figure 1. Each node
represents a position, the
root, the initial position.
The move leading to the
position s written in the
top of the box, the evalu-
ation of the position in
the bottom. The number
above the box identifies
the node. A node's ply
number s

from the root.
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distance

Ply O
+1.8
Ply | | BxNch |R-BT
+1.4 +1.8
3 / k 16 / h
Ply 2 I KxB |- RxB |- B-K4 |-+ BB
+1.4 +2.4 +2.0 +1.8
4 ¥ / h 7 20
Ply 3 2 R-B6 ch 2RxPch 2R-B7 2 R-B6 2 RxB
+1.4 +2.4 +0.6 v 2.0 +1.8
5 8 E I8 21
Plys 2 --B-B3 2 - K-NI 2--'BxB 2---B-B5 2 K-NI
+1.4 +2.4 +0.6 +2.0 +1.8
9 14 22 / h
Py 9 3 BuB 3RxB 3 R-NT 3 R-R6
+2.4 +0.6 +.6 +|.8B
10 24
Py B 3 - -R-Q3 3 -N-K2
+2.4 +1.8
I 25
i 4 R-R4 4 RxR
+2.4 +1.8
26
s 4 PxR
+|.8
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